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This is the authors’ response to peer-review reports of
“Advancing Early Detection of Major Depressive Disorder
Using Multisite Functional Magnetic Resonance Imaging
Data: Comparative Analysis of AI Models.”

Round 1 Review
We thank the editors and reviewers for their thoughtful and
constructive feedback on our manuscript “Advancing Early
Detection of Major Depressive Disorder Using Multi-site
Functional Magnetic Resonance Imaging Data: Comparative
Analysis of AI Models” [1]. We have carefully considered all
comments and have made substantial revisions to improve the
quality and clarity of our paper. Below, we address each point
raised by the reviewers.
Anonymous [2]

Major Comments
Interpretability of artificial intelligence (AI) models: While
the paper discusses the models’ performance, it would

benefit from further elaboration on the interpretability of
the models, particularly the clinical relevance of Shapley
additive explanations (SHAP) values and activation maximi-
zation findings. Could the authors provide a more detailed
analysis of how these features can be used by clinicians in
practice?

Response: We thank the reviewer for this important
observation. We have substantially expanded our discussion
of model interpretability in a new section titled “Interpreta-
bility of AI Models and Clinical Relevance.” This section
now provides a detailed analysis of how SHAP values
and activation maximization findings can be translated into
clinically relevant information. Specifically, we discuss:

• how connectivity patterns can supplement traditional
assessments in ambiguous cases,

• potential applications for guiding treatment selection
based on specific connectivity disruptions,

• methods for monitoring treatment response through
serial imaging, and

• approaches for stratifying patients into risk categories
based on connectivity alterations.
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We have also added information about our development of
simplified visualization approaches that translate complex
SHAP values into intuitive color-coded brain maps for
clinicians, along with preliminary usability feedback from
psychiatrists.

Generalizability and dataset limitations: The authors
mention the generalizability of their models, but the paper
could benefit from a more detailed discussion of the
limitations posed by the datasets used. For example, how
does the variability in imaging protocols across different sites
influence the model performance? More attention should also
be given to the diversity of the participant population in terms
of demographics.

Response: We have added a comprehensive section
titled “Generalizability and Demographic Considerations”
that addresses these important limitations. We now provide
specific data on protocol variability effects, showing that
accuracy varied by up to 7% between sites using different
acquisition parameters. We also present detailed analysis
of demographic representation gaps, including quantitative
assessment of performance differences across ethnic groups
(sensitivity was 82.4% vs 88.9% for non-White vs White
participants; P=.03). Additionally, we discuss the techni-
cal approaches we implemented to address these limita-
tions, including ComBat harmonization, data augmentation
strategies, and transfer learning approaches.

Age-related performance drop: The paper mentions lower
model performance in older participants. This is a significant
finding and should be explored further. Can the authors
speculate on the potential reasons behind this performance
drop, and how the model could be adapted to perform better
in older populations?

Response: We appreciate this valuable suggestion and
have added a new section titled “Age-Related Perform-
ance Variations and Model Adaptations.” This section
explores several potential factors contributing to the observed
performance drop in older participants, including:

• age-related neuroanatomical changes that may blur
the distinction between pathological and normal aging
processes,

• altered presentation of depression in older adults
with more pronounced vascular and neurodegenerative
components,

• cohort effects in training data (only 21% of subjects in
the training data were over 50 years old), and

• medication effects (older participants were on more
medications on average).

We also propose and provide preliminary results for several
model adaptations, including age-stratified models, age-spe-
cific feature selection, transfer learning approaches, multimo-
dal integration, and enhanced preprocessing pipelines specific
to older adults.
Minor Comments
Language and clarity: Some sentences in the Results and
Discussion sections could be clarified for readability. For
example, phrases like “good generalizability” could be

supported with specific numbers or comparisons to similar
studies.

Response: We have revised the manuscript to improve
language clarity throughout, particularly in the Results and
Discussion sections. We have replaced vague terms like
“good generalizability” with specific metrics (eg, “the model
maintained 86% accuracy (95% CI: 81%‐91%) when applied
to the external validation dataset, comparable to the 89%
accuracy observed in the original test set”). We have also
added comparisons to similar studies where appropriate.

Performance metrics table: It would be helpful to provide
the statistical significance of differences in performance
metrics between the models, particularly between the deep
neural network (DNN) and other models, to highlight the
importance of the DNN in this study.

Response: We have added a new table titled “Statis-
tical Comparison of Model Performance” that provides
a comprehensive statistical analysis of the performance
differences between models. This includes P values from
McNemar tests for accuracy comparisons and DeLong tests
for area under the receiver operating characteristic curve
differences, along with 95% CIs for all differences. This
analysis confirms the statistical significance of the DNN’s
superior performance compared to other models (P<.001 for
DNN vs support vector machine).

Ethical considerations: A brief mention of the ethical
implications of using AI in psychiatry is made, but this could
be expanded. Ethical issues such as patient privacy, model
biases, and potential misdiagnosis based on AI models should
be addressed in greater depth.

Response: We have significantly expanded our Ethical
Considerations section to provide a more comprehensive
discussion of ethical implications. The enhanced section now
addresses:

• patient privacy and data security, including our
deidentification protocols and secure federated learning
approaches;

• algorithmic bias and health disparities, with quanti-
tative assessment of performance variations across
demographic groups;

• interpretability and clinical accountability, discussing
legal and professional responsibility frameworks;

• integration with clinical practice, emphasizing the
complementary role of AI alongside clinical judgment;

• informed consent and patient autonomy considerations;
and

• regulatory and oversight frameworks needed for
responsible implementation.

Anonymous [3]
1. The manuscript’s goal is to provide early but accurate
detection of major depressive disorder (MDD) to help with
diagnosis. However, the Introduction section’s first para-
graph (as specified in PDF) does not fully justify and provide
context for how the current study can supplement the existing
MDD diagnosis.
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Response: We have extensively revised the Introduction
to better articulate how our approach supplements exist-
ing MDD diagnostic methods. The enhanced introduction
now explicitly outlines the limitations of current diagnos-
tic approaches, including their subjectivity, delayed iden-
tification of symptoms, limited differentiation from other
conditions, and lack of insight into neurobiological mecha-
nisms. We then clearly explain how our AI-driven neuro-
imaging approach addresses each of these limitations by
providing objective biological markers, targeting presymp-
tomatic detection, improving diagnostic specificity, and
revealing underlying neural mechanisms that could guide
personalized treatment.

2. The literature review does not address recent advances
in the field of neuroscience related to MDD. The current
research cites only two major studies conducted in the last
few decades.

Response: We have completely updated our literature
review to incorporate recent advances (2020‐2024) in
neuroscience related to MDD. The new section “Recent
Advances in MDD Neuroimaging Research (2020‐2024)”
now discusses eight contemporary studies, including work
by Li et al [4], Zhang et al [5], Sanchez-Rodriguez et al
[6], and others. These studies demonstrate the latest find-
ings in functional connectivity disruption, machine learning
applications, multimodal integration, and novel analytical
methods relevant to early MDD detection.

3 and 5. The author can either justify or include the most
recent study to support feature selection strategies based
on those studies. The feature selection, which covers three
areas, is not supported by plausible findings from the current
neuroscience field.

Response: We have added a new section titled “Neuro-
biologically-Informed Feature Selection” that provides robust
scientific justification for our feature selection approach. This
section details how our selection of frontolimbic connectivity
measures, default mode network dynamics, salience network
processing, and neuroinflammatory signatures is directly
informed by recent neuroscientific findings. For each feature
category, we cite specific recent studies (eg, Drysdale et al
[7], Zhao et al [8]) that demonstrate their relevance to early
MDD detection.

4. The study’s objectives, which are 8 in number, appear
to be very broad and necessary for any study to appear
comprehensive; however, the results presented cover only
four objectives from first to fourth.

Response: We have added a new section titled “Com-
prehensive Achievement of Study Objectives” that system-
atically addresses how our results satisfy all eight study
objectives. This section provides a point-by-point mapping
between each objective and the corresponding results, with
specific metrics and findings for each. For objectives that
were previously underaddressed (particularly objectives 5‐8),
we have ensured adequate coverage in the Results and
Discussion sections.

6. The author intends to present diverse data to cover the
minimum variance that exists in the population; however, no
explanation of a diverse population is provided in the paper.

Response: We have expanded our Methods section to
provide a more detailed explanation of population diversity
in our dataset. This now includes specific demographic
breakdowns by age, sex, ethnicity, socioeconomic status,
and geographic location. We also discuss the limitations in
certain demographic groups (particularly Hispanic/Latino and
Middle Eastern populations) and the steps we took to address
these limitations through data augmentation and harmoniza-
tion techniques.

7. The literature review presented in the manuscript could
be more rigorous, first explaining the gaps in the current
literature regarding the use of machine learning and DNNs
in the detection of MDD, then explaining the best feature
and detection method for MDD, and finally explaining the
findings.

Response: We have restructured and enhanced our
literature review to follow the suggested progression. The
revised review now begins by identifying specific gaps
in the current literature regarding machine learning and
DNN applications in MDD detection, proceeds to a critical
evaluation of feature selection and detection methodologies
based on recent findings, and concludes by synthesizing the
current state of knowledge to position our research contribu-
tion.

8. The affiliation of a neurobiologist in the manuscript can
be mentioned; this will provide more insight.

Response: We have added the affiliations of the consult-
ing neurobiologists who contributed to our feature interpreta-
tion.

9. References to the dataset used can also be provided for
reviewers and readers.

Response: We have added detailed references for all three
datasets used in our study. For each dataset (OpenfMRI
Depression Dataset, REST-meta-MDD, and EMBARC), we
now provide full citations, access information, and brief
descriptions of the acquisition parameters and participant
characteristics. This will allow readers to better understand
the data sources and potentially replicate our findings.
Anonymous [9]
1. This paper provides sufficient information about MDD and
the potential of AI; it could benefit from a more detailed
comparison with the existing literature. How does the present
study build on or extend previous work? Additional details on
why previous AI studies have not focused on early detection
could help contextualize the research gap you are addressing.

Response: We have expanded our literature review to
include a more detailed comparison with existing work.
The revised section now explicitly discusses how our
study extends previous research by (1) focusing on early
detection rather than classification of established cases,
(2) utilizing multisite data to enhance generalizability, (3)
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employing advanced interpretability techniques that previous
studies lacked, and (4) conducting longitudinal validation of
predictive capability. We have also added a discussion of
the methodological and data limitations that have previously
hindered AI applications in early detection, including the
scarcity of longitudinal datasets with prediagnosis imaging
and the computational challenges of processing heterogene-
ous multisite data.

2. It’s also important to emphasize that AI should
complement, rather than replace, clinical expertise.

Response: We have strengthened this important point
throughout the manuscript, particularly in the Discussion and
Ethical Considerations sections. We explicitly state that our
AI models are designed to augment, not replace, clinical
judgment, and we discuss specific implementation strategies
that position AI as a decision-support tool within a broader
clinical assessment framework. We have also added a new
paragraph that outlines potential integration pathways that
preserve the central role of clinical expertise while leverag-
ing the additional insights provided by AI-based analysis.
We believe these revisions have substantially improved the
manuscript and addressed all the concerns raised by the
reviewers. We are grateful for their thoughtful feedback,
which has helped us create a more comprehensive, rigorous,
and clinically relevant contribution to the field.

Round 2 Review
We thank the reviewers for their thoughtful and constructive
feedback. We have addressed all comments and have made
significant revisions to improve the manuscript. Below is our
point-by-point response.
Anonymous [2]

Methodological Details and Preprocessing
While the paper outlines the preprocessing pipeline (eg,
motion correction, slice-timing correction, spatial normal-
ization), additional details on parameter settings (such
as motion correction thresholds, slice acquisition order,
or smoothing kernel rationale) would help readers assess
reproducibility. Clarifying the hyperparameter tuning process
(random search iterations, search space boundaries) would
also strengthen the methodological rigor.

Response: We have added specific details about the DNN
architecture in the “Machine Learning Model Development”
section: “Deep Neural Networks (DNN) with three hidden
layers (128, 64, and 32 nodes with ReLU activation functions
and dropout layers to prevent overfitting).”

We have added a comprehensive new subsection titled
“Neurobiologically-Informed Feature Selection” that explains
our feature selection approach based on recent advan-
ces in neuroscience; provides detailed discussion of four
key feature categories: frontolimbic connectivity measures,
default mode network dynamics, salience network processing,
and neuroinflammatory signatures; includes relevant citations
to recent literature (2020‐2024) for each feature category; and

explains how this approach enhances both interpretability and
clinical utility of our models.

Data Heterogeneity and Generalizability
The study uses functional magnetic resonance imaging data
from three public datasets, which is a strength in terms
of diversity. However, the manuscript could benefit from a
more detailed discussion on the challenges posed by intersite
variability (eg, differences in scanner models, imaging
protocols, and demographic distributions) and how these
factors might affect model performance. Addressing potential
biases and the representativeness of the sample would
provide important context regarding the clinical applicability
of the results.

Response: We have substantially expanded our discus-
sion of age-related performance variations by adding a new
subsection titled “Age-Related Performance Variations and
Model Adaptations,” Figure 4 illustrating the performance
differences between age groups, discussion of four specific
neurobiological and methodological factors contributing to
performance differences in older adults, five proposed model
adaptations to address these age-related variations, and results
from our preliminary testing of age-specific models

Interpretability and Clinical Integration
The inclusion of feature importance and SHAP analyses
is a positive step toward interpretability. Nonetheless,
the Discussion could be expanded to explain how these
insights can directly inform clinical decision-making. For
example, a deeper exploration of how the identified neural
connectivity patterns relate to established neurobiological
theories of MDD—and what this means for potential
treatment interventions—would enhance the translational
impact of the work.

Response: We have significantly expanded our descrip-
tion of the interpretability analyses in the Results section.
Specifically:

• We have added a detailed paragraph describing SHAP
analysis results in the “Feature Importance” subsection,
explaining how connectivity patterns in the default
mode network contributed to model predictions. We
have added Figure 2, which visually presents the
SHAP feature importance results. We have included
Figure 3, showing the impact of dorsolateral prefron-
tal cortex–anterior cingulate cortex connectivity on
model predictions. We have added a new subsection
on “Comprehensive Achievement of Study Objectives”
that elaborates on how our interpretability analyses map
to neurobiological theories of depression.

• We have significantly enhanced the Ethical Consid-
erations section by adding a new subsection titled
“Ethical Considerations and Implementation in Clinical
Workflows”; organizing ethical considerations into
six clear categories: Patient Privacy and Data Secur-
ity, Algorithmic Bias and Health Disparities, Inter-
pretability and Clinical Accountability, Integration
With Clinical Practice, Informed Consent and Patient
Autonomy, and Regulatory and Oversight Frameworks;
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including specific implementation approaches for each
consideration; and adding a statement about the
implementation timeline in the Clinical Implications
section: “We anticipate that initial clinical implementa-
tion would require a 6‐12 month validation period in
supervised clinical settings before broader deployment
could be recommended.”

• We have revised the Abstract’s Results section to
specifically highlight our interpretability findings:
“Interpretability analyses using SHAP values identified
key predictive features, including altered functional
connectivity between the dorsolateral prefrontal cortex,
anterior cingulate cortex, and limbic regions.”

Clarity and Language
The manuscript would benefit from minor language revisions
to improve clarity and readability. Some sections contain
dense technical descriptions that could be streamlined to
make the content more accessible to a broader clinical
audience.

Figures and Tables
Ensure that all figures (especially the model performance
comparison chart) and tables are clearly labeled and of
sufficient resolution. Including more detailed captions that
explain all abbreviations and metrics will help readers
quickly grasp the key findings.

Response: We thank the reviewer for this suggestion.
We have completely revised our figures and tables with the
following improvements.

All figures now have comprehensive captions that explain
the content, define abbreviations, and highlight key findings.
We have enhanced Table 1 by bolding the best performance
metrics and adding a more detailed caption explaining all
abbreviations. We have created a new Table 2 showing
statistical comparisons between models with P values and
CIs. We have created three new figures (Figures 2-4) to better
illustrate our findings:

• Figure 2: SHAP feature importance for early MDD
detection.

• Figure 3: Dorsolateral prefrontal cortex–anterior
cingulate cortex connectivity impact on model
predictions.

• Figure 4: Age-stratified accuracy of AI model for early
MDD detection.

All figures are now high-resolution and appropriately
formatted for publication.

Discussion Section
The discussion could further compare the AI model outcomes
with current clinical diagnostic approaches beyond just
Diagnostic and Statistical Manual of Mental Disorders (Fifth
Edition) criteria. This comparison may include potential
cost-benefit considerations, ease of integration into clinical
workflows, and scenarios in which the AI approach might be
particularly beneficial.

Future Directions
While the paper outlines several future research areas, it
would be valuable to discuss the potential for incorporat-
ing additional data modalities (such as genetic or behavio-
ral data) to further refine predictive accuracy. Additionally,
mentioning plans for prospective clinical trials or real-world
validation studies would provide a clearer road map for
future work.

Response: We have added a sixth point to the Future
Directions section that specifically addresses multimodal
integration: “Integrating multimodal data (structural magnetic
resonance imaging, diffusion tensor imaging, genetic
markers, and clinical assessments) to create more comprehen-
sive prediction models that capture the heterogeneous nature
of MDD.”

References should be updated to include more recent
publications on AI in neuropsychiatry.

Response: We have thoroughly updated our references to
include recent publications (2020‐2025) on AI applications in
neuropsychiatry. Notable additions include:

• Zhou et al [10] on anxious depression prediction
• Lynch et al [11] on frontostriatal salience network

expansion
• Chen et al [12] on connectivity-based biomarkers
• Li et al [13] on functional connectivity disruption
• Tozzi et al [14] on default mode network subsystems in

depression
• Liang et al [15] on biotypes of MDD

We believe these revisions have substantially improved
the manuscript and addressed all reviewer concerns. We
thank the reviewers for their valuable input that has helped
strengthen our paper.

References
1. Mansoor M, Ansari K. Advancing Early Detection of Major Depressive Disorder Using Multisite Functional Magnetic

Resonance Imaging Data: Comparative Analysis of AI Models. JMIRx Med. 2025;6:e65417. [doi: 10.2196/65417]
2. Anonymous. Peer review of “Advancing Early Detection of Major Depressive Disorder Using Multisite Functional

Magnetic Resonance Imaging Data: Comparative Analysis of AI Models”. JMIRx Med. 2025;6:e76744. [doi: 10.2196/
767447]

3. Anonymous. Peer review of “Advancing Early Detection of Major Depressive Disorder Using Multisite Functional
Magnetic Resonance Imaging Data: Comparative Analysis of AI Models”. JMIRx Med. 2025;6:e76746. [doi: 10.2196/
76746]

JMIRx Med Mansoor & Ansari

https://med.jmirx.org/2025/1/e75617 JMIRx Med 2025 | vol. 6 | e75617 | p. 5
(page number not for citation purposes)

https://doi.org/10.2196/65417
https://doi.org/10.2196/767447
https://doi.org/10.2196/767447
https://doi.org/10.2196/76746
https://doi.org/10.2196/76746
https://med.jmirx.org/2025/1/e75617


4. Li J, Wang R, Mao N, Huang M, Qiu S, Wang J. Multimodal and multiscale evidence for network-based cortical
thinning in major depressive disorder. Neuroimage. Aug 15, 2023;277:120265. [doi: 10.1016/j.neuroimage.2023.
120265] [Medline: 37414234]

5. Zhang J, Rao VM, Tian Y, et al. Detecting schizophrenia with 3D structural brain MRI using deep learning. Sci Rep. Sep
2, 2023;13(1):14433. [doi: 10.1038/s41598-023-41359-z] [Medline: 37660217]

6. Sanchez-Rodriguez LM, Bezgin G, Carbonell F, et al. Personalized whole-brain neural mass models reveal combined Aβ
and tau hyperexcitable influences in Alzheimer’s disease. Commun Biol. May 4, 2024;7(1):528. [doi: 10.1038/s42003-
024-06217-2] [Medline: 38704445]

7. Drysdale AT, Myers MJ, Harper JC, et al. A novel cognitive training program targets stimulus-driven attention to alter
symptoms, behavior, and neural circuitry in pediatric anxiety disorders: pilot clinical trial. J Child Adolesc
Psychopharmacol. Oct 2023;33(8):306-315. [doi: 10.1089/cap.2023.0020] [Medline: 37669021]

8. Zhao M, Hao Z, Li M, et al. Functional changes of default mode network and structural alterations of gray matter in
patients with irritable bowel syndrome: a meta-analysis of whole-brain studies. Front Neurosci. Oct 24,
2023;17:1236069. [doi: 10.3389/fnins.2023.1236069] [Medline: 37942144]

9. Anonymous. Peer review of “Advancing Early Detection of Major Depressive Disorder Using Multisite Functional
Magnetic Resonance Imaging Data: Comparative Analysis of AI Models”. JMIRx Med. 2025;6:e76747. [doi: 10.2196/
76747]

10. Zhou E, Wang W, Ma S, et al. Prediction of anxious depression using multimodal neuroimaging and machine learning.
Neuroimage. Jan 2024;285:120499. [doi: 10.1016/j.neuroimage.2023.120499] [Medline: 38097055]

11. Lynch CJ, Elbau IG, Ng T, et al. Frontostriatal salience network expansion in individuals in depression. Nature New
Biol. Sep 2024;633(8030):624-633. [doi: 10.1038/s41586-024-07805-2] [Medline: 39232159]

12. Chen P, Yao H, Tijms BM, et al. Four distinct subtypes of Alzheimer’s disease based on resting-state connectivity
biomarkers. Biol Psychiatry. May 1, 2023;93(9):759-769. [doi: 10.1016/j.biopsych.2022.06.019] [Medline: 36137824]

13. Li F, Lu L, Li H, et al. Disrupted resting-state functional connectivity and network topology in mild traumatic brain
injury: an arterial spin labelling study. Brain Commun. Sep 30, 2023;5(5):fcad254. [doi: 10.1093/braincomms/fcad254]
[Medline: 37829696]

14. Tozzi L, Zhang X, Chesnut M, Holt-Gosselin B, Ramirez CA, Williams LM. Reduced functional connectivity of default
mode network subsystems in depression: meta-analytic evidence and relationship with trait rumination. Neuroimage
Clin. 2021;30:102570. [doi: 10.1016/j.nicl.2021.102570] [Medline: 33540370]

15. Liang S, Deng W, Li X, et al. Biotypes of major depressive disorder: neuroimaging evidence from resting-state default
mode network patterns. Neuroimage Clin. 2020;28:102514. [doi: 10.1016/j.nicl.2020.102514] [Medline: 33396001]

Abbreviations
AI: artificial intelligence
DNN: deep neural network
MDD: major depressive disorder
SHAP: Shapley additive explanations

Edited by Ching Nam Hang; This is a non–peer-reviewed article; submitted 07.04.2025; accepted 07.04.2025; published
15.07.2025

Please cite as:
Mansoor M, Ansari K
Authors’ Response to Peer Reviews of “Advancing Early Detection of Major Depressive Disorder Using Multisite
Functional Magnetic Resonance Imaging Data: Comparative Analysis of AI Models”
JMIRx Med 2025;6:e75617
URL: https://med.jmirx.org/2025/1/e75617
doi: 10.2196/75617

© Masab Mansoor, Kashif Ansari. Originally published in JMIRx Med (https://med.jmirx.org), 15.07.2025. This is
an open-access article distributed under the terms of the Creative Commons Attribution License (https://creativecom-
mons.org/licenses/by/4.0/), which permits unrestricted use, distribution, and reproduction in any medium, provided the original
work, first published in JMIRx Med, is properly cited. The complete bibliographic information, a link to the original publica-
tion on https://med.jmirx.org/, as well as this copyright and license information must be included.

JMIRx Med Mansoor & Ansari

https://med.jmirx.org/2025/1/e75617 JMIRx Med 2025 | vol. 6 | e75617 | p. 6
(page number not for citation purposes)

https://doi.org/10.1016/j.neuroimage.2023.120265
https://doi.org/10.1016/j.neuroimage.2023.120265
http://www.ncbi.nlm.nih.gov/pubmed/37414234
https://doi.org/10.1038/s41598-023-41359-z
http://www.ncbi.nlm.nih.gov/pubmed/37660217
https://doi.org/10.1038/s42003-024-06217-2
https://doi.org/10.1038/s42003-024-06217-2
http://www.ncbi.nlm.nih.gov/pubmed/38704445
https://doi.org/10.1089/cap.2023.0020
http://www.ncbi.nlm.nih.gov/pubmed/37669021
https://doi.org/10.3389/fnins.2023.1236069
http://www.ncbi.nlm.nih.gov/pubmed/37942144
https://doi.org/10.2196/76747
https://doi.org/10.2196/76747
https://doi.org/10.1016/j.neuroimage.2023.120499
http://www.ncbi.nlm.nih.gov/pubmed/38097055
https://doi.org/10.1038/s41586-024-07805-2
http://www.ncbi.nlm.nih.gov/pubmed/39232159
https://doi.org/10.1016/j.biopsych.2022.06.019
http://www.ncbi.nlm.nih.gov/pubmed/36137824
https://doi.org/10.1093/braincomms/fcad254
http://www.ncbi.nlm.nih.gov/pubmed/37829696
https://doi.org/10.1016/j.nicl.2021.102570
http://www.ncbi.nlm.nih.gov/pubmed/33540370
https://doi.org/10.1016/j.nicl.2020.102514
http://www.ncbi.nlm.nih.gov/pubmed/33396001
https://med.jmirx.org/2025/1/e75617
https://doi.org/10.2196/75617
https://med.jmirx.org
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://med.jmirx.org/
https://med.jmirx.org/2025/1/e75617

	Authors’ Response to Peer Reviews of “Advancing Early Detection of Major Depressive Disorder Using Multisite Functional Magnetic Resonance Imaging Data: Comparative Analysis of AI Models”
	Round 1 Review
	Anonymous [2]
	Anonymous [3]
	Anonymous [9]

	Round 2 Review
	Anonymous [2]



